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Abstract. Big Data Analytics has gained significant popularity in recent years, with many companies integrating 

it into their information technology roadmaps to enhance business performance. However, surveys indicate that 

Big Data Analytics demands substantial resources, including technology, costs, and talent, which often leads to 

failures in the initial stages of implementation. This study proposes a VGG6 architecture approach, intended to 

provide a framework for the initial implementation of Big Data Analytics. The study's outcomes include the 

implementation of the VGG6 architecture for processing images of aromatic plants using Python. Furthermore, 

this approach enabled the development of a Minimum Viable Product (MVP) solution that adheres to general Big 

Data principles, such as the 3Vs (Volume, Velocity, and Variety), and encompasses key technological components: 

1) Data Storage and Analysis, 2) Knowledge Discovery and Computational Complexity, 3) Scalability and Data 

Visualization, and 4) Information Security. 
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1. INTRODUCTION 

Since the advent of the Web 2.0 and Web 3.0 eras, the internet has become one of the 

primary sources for decision-making in many organizations. This shift occurred because 

internet content contributors are no longer limited to companies or groups providing 

information about their profiles, as was the case during the Web 1.0 era. The Web 2.0 era 

marked the beginning of dynamic content that could be uploaded at any time, with ease and 

without requiring significant modifications to web pages, thanks to asynchronous technologies 

like AJAX. This was followed by the Web 3.0 era, which saw a change in user behavior from 

being passive visitors of web pages to becoming more active participants. 

These developments also inspired scientists to develop more advanced methods for 

processing and analyzing data more quickly. In 2004, the MapReduce method was introduced 

by Google engineers Jeffrey Dean and Sanjay Ghemawat to process large-scale data in parallel, 

and the Hadoop framework was created by Doug Cutting in 2005. Since then, MapReduce and 

Hadoop have become the standard for large-scale data processing. Subsequently, several Big 

Data frameworks emerged, inspired by MapReduce, one of which is Spark, developed in 2009. 

However, the worldwide adoption of Big Data remains relatively low. This is evidenced 

by a NewVantage survey in 2018, which found that nearly 30% of surveyed companies had not 

implemented Big Data. Moreover, of the approximately 70% of companies that had 

implemented Big Data, 20% failed to derive any benefits from it. According to a survey 
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conducted by Espinosa et al. in 2019, four main issues contributed to the failure of Big Data 

implementation, with technology-related issues such as storage and tools being the most 

dominant, followed by management and talent-related issues. 

In terms of algorithms, K-means is a popular clustering method in Big Data 

implementations (https://link.springer.com/article/10.1007/s10115-007-0114-2). K-means is a 

distance-based algorithm that divides data into several clusters, and it only works on numeric 

attributes. K-means attempts to partition existing data into one or more clusters or groups so 

that data with similar characteristics are grouped into the same cluster, while data with different 

characteristics are grouped into different clusters. The K-means algorithm essentially performs 

two processes: detecting the center of each cluster and finding the members of each cluster. 

K-means has several drawbacks, one of which is that the determination of the centroid 

is stochastic, requiring multiple repeated trials to obtain a convergent final clustering solution. 

Several complementary algorithms for centroid determination have been developed to address 

this issue, resulting in various K-means algorithm variants, such as the Pillar Algorithm, K-

means with Genetic Algorithm, K-means++, and Scalable K-means, an extension of K-

means++. K-means++ is a relatively new and popular variant of K-means that is easy to 

implement, as it is available in several popular data analytics libraries such as scikit-learn in 

Python and tidymodels in R. 

The goal of this research is to develop a Minimum Viable Product (MVP) solution for 

Big Data Analytics implementation. The outcome of this research is a framework that can be 

used for Big Data Analytics implementation with minimal resources. To illustrate this, we 

implemented a data lineage framework to acquire data from the internet in near real-time, 

which was then processed using the Scalable K-means clustering algorithm to identify the top 

headlines from various news portals in Indonesia. To achieve optimal results, this algorithm 

was run on the Apache Spark Big Data platform. 

The benefit of this research is to demonstrate that Big Data implementation, which can 

positively impact an organization's business processes, can be initiated with minimal budget 

and effort, without compromising the quality of the analysis that is valuable for decision-

making within an organization. 

 

2. RESEARCH METHODOLOGY 

This research began by examining the pain points of Big Data Analytics 

implementation, as identified in several surveys conducted by consulting firms, which were 

discussed in the first section. Following this, we introduced an approach using a Minimal 
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Viable Product (MVP) for the implementation of Big Data Analytics. According to a survey by 

Lenarduzzi and Taibi (2017), there are two main reasons why a Minimum Viable Product 

should be developed, especially in a startup company: to quickly utilize the product and to 

bring it to market as soon as possible. In this study, we focused on the first reason, considering 

that Big Data Analytics is a technique that integrates massive datasets, statistical and 

mathematical methods, and parallel computing technologies. The second reason was not 

applicable, as Big Data Analytics is not a product marketed to customers unless the company 

is a Big Data technology provider, which is beyond the scope of this research. 

In terms of implementation, according to a survey conducted by Acharjya and Ahmed 

in 2016, Big Data Analytics must meet the following four categories: 1) Data Storage and 

Analysis, 2) Knowledge Discoveries and Computational Complexities, 3) Scalability and 

Visualization of Data, and 4) Information Security. We mapped the technologies that can be 

used to meet these categories and provided examples of their implementation to satisfy the 

MVP criteria. For the data object, we selected news content from the internet, based on several 

considerations to meet the 3Vs criteria of Big Data: 

a. Volume : Internet content is freely available and virtually unlimited in size. 

b. Variety: Internet content is available in various formats, including text, images,  and 

videos. However, within the scope of this research, we chose to focus only on text data 

formats. 

c. Velocity: The speed at which internet content grows is undeniably the fastest today. 

 

3. RESULT 

Based on the criteria described in the previous section, we have designed a data lineage, 

which serves as a representation of the CRISP-DM framework. The research will primarily 

focus on collecting data in the form of online news content from at least three major mainstream 

online media outlets in Indonesia. This data will undergo thorough preprocessing, which 

includes cleaning, transforming, and organizing the data to prepare it for subsequent analysis. 

Following this, a cluster analysis will be performed using the distributed processing framework 

provided by Apache Spark.  

The programming language selected for this research is Python, which will be executed 

on a parallel computing platform with Apache Hadoop as the underlying infrastructure. The 

choice of this platform allows for efficient processing of large datasets, which is essential given 

the volume of news content being analyzed. The results of the cluster analysis will be rigorously 

evaluated using the Silhouette Function technique. This evaluation will help determine the 
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optimal number of clusters that accurately represent the underlying news topics, ensuring the 

robustness of the analysis. 

Furthermore, one of the key outputs of this research will be a web-based dashboard 

application. This application is designed to enable users to easily visualize and interact with 

the analysis results, providing an intuitive interface for exploring the identified clusters and 

their corresponding news topics. The research flowchart, which outlines the entire process from 

data collection to result visualization, is illustrated in Figure 1." 

Figure 1. schedule process 

In this research activity, the web scraping phase has been meticulously conducted. Web 

scraping refers to the process of extracting data from websites, which is a crucial step in 

gathering large volumes of relevant information for analysis. This process is executed using 

tools such as web scrapers, bots, web spiders, or web crawlers. Specifically, a web scraper is a 

program designed to systematically access a webpage, download its content, extract pertinent 

data, and then store this data in a structured format, such as a file or database, for further 

analysis.  

During this phase, data scraping was focused on retrieving content related to the 

keywords: New Normal, Covid, and Vaccine. These keywords were selected to capture a wide 

range of relevant articles and discussions surrounding these topics. The web scraping was 

carried out on three major online media outlets: CNN, Kompas, and Detik, which are known 

for their extensive coverage and influence in the Indonesian media landscape.  

The scraped data includes various types of information, such as headlines, publication 

dates, article bodies, and metadata, which will be used in the subsequent stages of data 

processing and analysis. This data collection process is critical in ensuring that the research is 

based on a comprehensive and representative dataset. An example of the data obtained through 

web scraping can be seen in Figure 2, which illustrates the structure and content of the collected 

data. 
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Figure 2. Scrapping process 

Modeling was conducted using the Databricks platform, a cloud service offering 

(Platform as a Service - PaaS) specifically tailored for big data analytics. Databricks provides 

a collaborative and scalable environment that integrates seamlessly with Apache Spark, 

facilitating high-performance data processing and complex analytics. The platform’s 

architecture supports both batch and real-time data processing, enabling efficient handling of 

large datasets. In this phase, Databricks was employed to perform advanced data modeling and 

analysis, leveraging its robust features for distributed computing and data management. The 

platform's interactive notebooks and advanced data visualization tools played a crucial role in 

developing and refining models, as well as in interpreting the results. Databricks also supports 

collaborative work by allowing multiple users to simultaneously work on and review data 

workflows, which enhances productivity and ensures accuracy. 

The user interface login screen for Databricks, which provides access to the platform’s 

suite of features, is illustrated in Figure 3. This interface is designed to streamline user access 

to data management, algorithm execution, and result visualization functionalities. It allows 

users to efficiently navigate through their projects, execute complex queries, and manage 

computational resources. The platform’s user-friendly design and powerful capabilities 

significantly contribute to the effectiveness of the modeling process, making it an invaluable 

tool for big data analytics 

 

 

 

 

 

 

 

Figure 3. Interface login 
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The Computing Platform will be accessible after a successful login. Once logged I 

n,users will encounter the main dashboard of the platform, which displays the datasets available 

for processing and analysis. These datasets are integral for performing clustering operations, 

which are essential for segmenting and analyzing the data based on various attributes. Within 

the Computing Platform, users can navigate through various modules and tools designed for 

data management, preprocessing, and modeling. The platform supports the importation of large 

datasets and provides functionalities for data cleaning, transformation, and visualization. The 

user interface of the computing platform, including the navigation panel and data processing 

tools, is illustrated in Figure 4. This interface allows users to interact with the datasets, 

configure clustering algorithms, and monitor the progress of data processing tasks. The design 

of the user interface aims to facilitate ease of use and efficient management of computational 

resources, contributing to an effective data analysis workflow." 

 

 

 

 

 

 

Figure 4. Computational interaction interface 

The preprocessing stage prior to clustering involves utilizing the Tokenizer and TF-IDF 

methods. Tokenization is the process of breaking down text into individual tokens, such as 

words or phrases, which are essential for transforming raw text data into a format suitable for 

analysis. The TF-IDF (Term Frequency-Inverse Document Frequency) method is then applied 

to quantify the importance of each token within the dataset by evaluating its frequency in 

individual documents relative to its frequency across the entire corpus. This preprocessing step 

is crucial for preparing the data for clustering algorithms, as it converts textual information into 

numerical features that can be effectively processed. The Tokenizer and TF-IDF methods help 

in extracting meaningful patterns and reducing dimensionality, which improves the 

performance and accuracy of the clustering analysis. A snippet of the source code used for the 

preprocessing stage, which includes the implementation of these methods, is provided in Figure 

5. This code illustrates the steps involved in applying Tokenization and TF-IDF to the dataset, 

demonstrating how text data is transformed into a structured format ready for clustering." 
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Figure 5. Preprocessing stage 

Modeling with K-Means involves the creation of clusters following the preprocessing 

stage. K-Means is a widely used clustering algorithm that groups data points into \( K \) clusters 

based on their features. The objective is to minimize the variance within each cluster and 

maximize the variance between clusters. A snippet of the source code used for the K-Means 

modeling stage is displayed in Figure 6, demonstrating the implementation of this algorithm. 

While a high average silhouette score is a useful metric for evaluating cluster quality, it does 

not always guarantee the optimality of the clusters. It is crucial to also examine the distribution 

of data across clusters to ensure that the clusters are not only well-separated but also have 

uniformly distributed populations. This means checking whether the number of data points in 

each cluster is balanced, which contributes to the effectiveness and practical utility of the 

clustering results.In our analysis, ( K = 6 ) was determined to be the most appropriate number 

of clusters. This choice was supported by the observation that ( K = 6 ) provided the highest 

silhouette score and also resulted in a uniform distribution of data across the clusters. The 

uniformity of cluster populations helps in achieving more stable and reliable clusters. The 

average silhouette scores for different values of K  are presented in Figures 6 and 7, which 

illustrate the comparison and support the conclusion that ( K = 6 ) is the optimal number of 

clusters for this dataset." 

 

 

 

 

 

 

 

 

Figure 6. K-Mean 
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Figure 7. Comparison Silhoutte 

 

4. CONCLUSION 

This research on Cluster Analysis of Online News Content utilizes the K-Means 

algorithm to acquire and process data from the internet in near real-time. The K-Means 

algorithm is employed to perform clustering, a method aimed at partitioning data into distinct 

groups based on similarity. Specifically, K-Means seeks to group data points with similar 

characteristics into the same cluster, while segregating those with differing characteristics into 

separate clusters. The algorithm operates through two core processes: determining the centroids 

of each cluster and assigning data points to the nearest centroid. 

The primary objective of this study is to develop a framework capable of near real-time 

data acquisition from online news sources and to apply the K-Means clustering algorithm to 

identify emerging trends and topics across various news portals in Indonesia. The research 

methodology includes several key stages: web scraping to collect relevant news content, 

preprocessing the data using Tokenizer and TF-IDF methods to convert textual information 

into a suitable format for analysis, and conducting clustering with K-Means. 

Evaluation of the clustering outcomes indicates that K=6 only yields the highest 

silhouette score, reflecting optimal cluster separation, but also achieves a uniform distribution 

of data points across clusters. This uniformity in cluster size is significant for ensuring the 

reliability and validity of the clustering results. Thus, K=6 is determined to be the most 

appropriate number of clusters for this dataset, balancing the quality of the clustering solution 

with an equitable distribution of data." 
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